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Abstract

Fake News has become the curse of our time. Online social media networks provide a low-cost
platform to facilitate information and fact sharing, but it fails to offer any quality control. As
the number of people receiving their daily news through these platforms increases, it becomes a
significant problem for the government and other organizations. Fake News articles leverage the
multimedia content posted on the platforms and mislead the reader through fabricated image(s)
or text (title and text body) accompanying it. Many organizations have started an initiative
to provide de-bunked fake news, i.e., fact-checked and verified counterfeit news items floated
on various social media platforms by human fact-checkers. Though this human intervention
is a good start towards eradicating this evil, it can not be feasible at a larger scale providing
human fact-checked information for every post on social media. The scalability of this human
fact-checked information isn’t the only issue, but the promptness of such accurate information
becomes crucial in this digital age. To address this problem, we aim to analyze multimodal fake
content from platforms supporting online journalism (including various social media platforms)
to extract meaningful features and design an all-inclusive early-stage Automated Fake News
Detection System.

Keywords: Fake News, Online Social Media Networks(OSNs), Machine Learning, Multimodal
Anlaysis, Multimodal Embeddings, Multimodal fusion
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Chapter 1

Introduction

1.1 What is Fake News?

Fake news has prevailed for a long time in society, and during the course, multiple definitions

were proposed for it. All the definitions align with a general consensus that defines Fake news

as a piece of intentionally and verifiably wrong information, which could mislead the readers [2].

The authors of such bogus news often benefit from the fake content through a shift in power,

discrediting an opponent, money, or other malicious incentives. It posses an enormous threat

on the inherent values of democracy, journalism, and freedom of expression [66].

1.2 What is Fact-Checked or Debunked Fake News?

The fight against Fake News is spearheaded by many organizations, which try to assess the

information posted on social media and other news outlets based on the facts that it contains

and presents a thorough investigation into whether the news is fraudulent or credible. The

International Fact-Checking Network (IFCN)1 provides some basic ethics that the Fact-Checking

platforms need to follow. It provides a certification based on the platform’s ability to abide

by them and present impartial fact-checked news. Such organizations provide a structured

report containing the claim of the news sample, information about the claimant followed by the

investigation carried out by a member of the fact-checking organization, and the verdict on the

veracity of the news sample.

1.3 Issue of domain shift and emergent fake news

Previous research in fake news detection has focused on publicly available large-scale labeled

datasets. However, this experimental setting is far from what happens in real life. The issue of

emergent fake news comes into the picture: news related to topics or events previously unseen

1https://www.poynter.org/ifcn/
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Topic Count Month

elephant 13 January

sochi 274 Feburary

malaysia 310 March

underwater 113 April

bringback 131 May

passport 44 June

columbianChemicals 185 September

syrianboy 1786 November

Table 1.1: Event distribution in the Mediaeval 2016 dataset for the year 2014. The topics present were
malaysia, passport, sochi, bringback, columbianChemicals, elephant, underwater, and syrianboy, which
occurred in non-overlapping months, thus indicating the problem of domain shift

by the trained model in its training data. One simple solution to tackle such a problem could be

re-training the model for the new event, but that would still require high amounts of labeled data

for this new event, which would further increase the manual labor hours needed for a working

system. Another problem of detecting a domain shift would add to the issues, as one would need

to accurately predict when a model needs to be re-trained, as there would be no ground-truth

labels to compare the outdated model. Even if we can mitigate the above problem of detecting

new events and gathering labeled data, we would still need to re-train or fine-tune the fake news

classification model, which would require high computational and memory resources to store

such event-specific models. Though most publicly available datasets are collected based on a

single topic with a fixed time frame, the problem of domain shift is not that prevalent within

each dataset. However, the Mediaeval dataset [5] does shed some light on the above problem,

where the topic of the news present in the dataset changes to 8 different events in a span of 12

months in a non-overlapping fashion. The table 1.1 shows the event distribution present in the

2014 year subset of the mediaeval2016 dataset.2

1.4 Problem Statement

Social Media has become the bread and butter for an average person’s news intake. As of

August 2018, around two thirds (68%) of Americans get their news from social media.3 In this

new ecosystem of instant information sharing, the traditional text-only news has transformed

into multimedia-content rich story-telling news to engage more readers. There are thousands of

news articles proliferating social media platforms that continue to shape the readers’ views. The

effect of fake news amplifies due to the echo-chamber effect [21] and validity effect [4] because

of its repetition in a user’s social network. Previous studies on the propagation patterns of fake

news on social media shows that fake news (mostly political) travels faster (retweets on Twitter

and shares on Facebook) than real news [57].

A news article posted on social media can have two broad types of features (1) Content-based

2https://github.com/MKLab-ITI/image-verification-corpus/tree/master/mediaeval2016
3https://www.journalism.org/2018/09/10/news-use-across-social-media-platforms-2018/
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and (2) Social Network/ Propagation based features. Considering the catastrophic damage fake

news can cause in its first few hours [16], it becomes essential to develop early-stage Fake news

detection systems. Nevertheless, propagation-based features can be leveraged to detect patterns

in users’ activity to classify better the news posted by the user in a time-sensitive manner.

1.4.1 Main objective

The aim of the project is to design an all-inclusive Fake News detection system. It would be

able to utilize the following information to provide explainable and early-stage predictions:

1. Textual content (headline, main body)

2. Visual content (variable number of images)

The proposed system would try to mimic the human fact-checking style. In a scenario where

no previous knowledge or required fact-base is available to the system, the prediction would be

based on the Textual, Visual, Source-based features (Content), and the Social Network features

of the article. Otherwise, it would take into consideration the previously established facts to

better classify Fake News Articles.

1.5 Motivation

Fake news has proved to be one of the virtues of low-cost news and information accessing and

disseminating platforms on the internet. Corrupt and malicious people use these platforms

to mislead people with false information for some gain in return, be it monetary or political

interest. Fake news is crafted in such a manner that an ordinary reader without any domain

knowledge might fall into the trap and believe the news content, which leads to the formation of

thought and perspective based on bogus knowledge. Previous studies have extensively explored

fake news detection from the point of traditional text-based news. However, in this age of social

media platforms and other digital news outlets, analyzing the multimedia content for fabricated

news items becomes essential. News articles or posts leverage these visual cues to create a better

storytelling environment to attract a reader’s attention. Fake News creators take advantage of

this fact and add controversial or fabricated images to mislead and deceive the readers for rapid

dissemination. The number of posts on social media every hour is enormous, and to have them

fact-checked by humans is not merely possible. Even if it were possible on such a large scale,

there would be no control over the fact-checker’s bias in such a large pool, and their own beliefs

might creep into the process. We need an automated system to flag such fake news posts to

tackle this significant problem. For this, the model should look through the effort put in by

fake news creators to disguise it as a real one. Such an all-inclusive fake news detection system

would be a big step in the fight against fake news.
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1.6 Contributions

The main contributions of our work can be summarized as follows:

• To the best of our knowledge, we are the first to propose a fake news detection framework

that leverages all the different multimedia components present in a news article (i.e.,

headline, text-body/ content, multiple visual cues).

– The embedding technique proposed in this model is a general multimodal feature

extraction framework that can be integrated with different fusion and classification

models.

• We pose multi-modal fake news detection as a joint-learning problem with the main task of

binary classification, along with an auxiliary task of modeling Inter-Modality Discordance.

– To this end, we propose an early-stage Inter-modality Discordance based Multimodal

Fake News Detection Model. In this end-to-end multi-modal framework, modal-

specific discriminative features are incorporated by utilizing the cross-entropy loss,

along with a modified version of contrastive loss that explores inter-modality discor-

dance.

• We propose a deep multimodal attention-based model that learns to detect fake news in

earliness. We use the attention maps generated for both text and image separately to add

a novel explainability factor to our Fake News Detection System.

– We propose a Cross-Attention Module that generates a multimodal feature query to

extract important visual and textual features to enable coherent feature extraction.

• We empirically show that our two proposed Multimodal Fake News Detection models can

effectively identify fake news and outperform the state-of-the-art multimodal fake news

detection models on a popular large-scale real-world dataset.

– Our joint-learning approach outperforms the state-of-the-art by an average F1-score

of 6.3%.

• We create a public GitHub repository that contains Pytorch implementations of previously

published Multimodal Fake News Detection systems to help new researchers entering the

field.4

4https://github.com/MUDITDHAWAN/Multimodal-Fake-News-Detection-Systems

4



Chapter 2

Literature Survey

2.1 Text-Based Fake News Detection

Previous studies have extensively looked at explicit feature extraction for textual data, including

statistical or semantic features. However, these hand-engineered features are challenging to

generate and highly event/ domain-specific [44]. Feng et al. [12] proposed a new angle to

the previously used shallow lexico-syntactic patterns by adding context-free grammar parse

trees. Gupta et al. [15] used linguistic features such as frequency of swear words, negative

or positive sentiment words, pronouns with other information extracted from tweets to give a

real-time credibility score to tweets. To solve the problem of hand-engineered features, Ma et

al. [32] employed LSTM networks to model the time-series textual information for an event and

predict its veracity. Ruchansky et al. [44] proposed a hybrid model (CSI), which incorporated

LSTMs to extract textual features in its Capture module along with the Score module user-based

features. Rubin et al. [43] introduced Rhetorical Structure Theory and a Vector-Space model to

analytically capture a story’s coherence in terms of functional relationships among text units.

2.2 Image(s)-Based Fake News Detection

Research into single-modal manipulated content has been dominated by text-based content

direction. However, in recent years there has been a shift to image-based fake news detection.

Qi et al. [40] divide the manipulated images available on different platforms into two categories:

(i) tampered images and (ii) misleading images. Tampered images can be detected using just

the image present in the source, whereas to understand if the image present is misleading or not,

it is necessary to take into account the test accompanying the image. Jin et al. [22] explored

the role of images in automatic fake news detection. The authors presented a list of visual and

statistical features that can quantitatively describe image distribution patterns of images and

help with manipulated content detection.

On similar lines, Qi et al. [40] presented a novel Multi-domain Visual Neural Network (MVNN) to
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exploit an image’s inherent characteristics in two domains. They have used CNN-based architec-

ture to capture complex re-compression and other tampering artifacts in the frequency domain

and CNN-RNN frameworks to extract features of different semantic levels in the pixel(spatial)

domain. Huh et al. [20] proposed a learning algorithm for detecting visual image manipulations.

They introduce the notion of “self-consistent” images (i.e., content produced by a single image

pipeline, which they detect using the automatically recorded photo EXIF metadata. Their self-

consistency algorithm focuses on detecting and localizing image splices, using a Siamese Network

with a Resnet-50 backbone.

2.3 Multi-Modal Single-Image Fake News Detection

There has been extensive research to find hand-crafted features for the textual information

present in traditional news articles, as discussed above. However, in this age of social media,

fake news curators take advantage of the multimedia content to mislead fellow readers. They use

images or videos to engage with the readers and fabricate a lie. Unfortunately, this sub-problem

is yet to receive the recognition it deserves to tackle fake news in the digital age.

Yang et al. [62] proposed Ti-CNN architecture to extract explicit and latent representations for

both text and images. For latent features, convolutional layers and max-pooling layers were

used for both the modalities. Whereas the explicit text-based features were calculated using

text statistics, and image-based explicit features contained information about the number of

faces in the images and its resolution. Khatter et al. [23] used a Variational Autoencoder-

based architecture to extract shared multimodal data representations (MVAE), which learns

correlations across the tweets’ text and images extracted using Bi-LSTM network and VGG-

19, respectively. Wang et al. [58] proposed a novel event-discriminator module in their EANN

architecture, where its role was to remove event-specific features using adversarial-style learning.

For textual and feature extraction Text-CNN and VGG-19 networks were used respectively

and then concatenated to find a multimodal representation. Zhou et al. [65] focused on the

relationship between the visual and textual information in a news article and introduced a new

similarity-aware fake news detection method. The feature extraction methods employed in this

method were slightly different as they first converted the image into text using a pre-trained

image-to-sequence model. They then used cosine similarity to capture cross-modal similarity on

the text-CNN model’s features on the two types of textual data. Shivangi et al. [53,54] leveraged

pre-trained transformer-based textual encoders [10, 63] and VGG for image feature extraction

to classify fake news via transfer learning.

2.4 Multi-Modal Multiple-Images Fake News Detection

A news article generally comprises two text components (i.e., title and content) and image(s)

to support/ refute the claim in a more holistic manner. If there are multiple images present in
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an article, the first image is typically known as the top-image, and the rest of the image(s) are

called other-images. Studies discussed in section 2.3 consider only the top-image (first image)

and discard other images during classification.

Recently, a single study by Giachanou et al. [13] introduced a new direction by exploiting the

information from multiple images along with the headline of the articles. The authors proposed

a multi-image module that consists of a CNN-LSTM-based architecture and BERT [10] as a

visual and textual feature extractors, respectively. For the CNN pipeline, a pre-trained VGG-

16 [52] network to extract semantic and image-tag features. the semantic features are fed into an

LSTM [19] layer to encapsulate the feature vector from the multiple input images. The outputs

from the hidden states of the LSTM cells are max-pooled to form a final image feature to be

used in fake news detection. They also incorporate similarity amongst the different components

by calculating the cosine similarity between the title and the top-10 tags found for each image.

Next, they concatenate the textual (title), similarity (amongst the title and top-10 image tags),

and visual (max-pooled hidden state) features followed by an attention layer to predict the label

for the given article.

2.5 Explainable Fake News Detection

Explainable AI has become an essential field in this data-hungry deep learning paradigm [14].

Models with millions of parameters are used as black-boxes to solve classification tasks with

high accuracies, without any insight into how the prediction was made. Explainable Fake News

detection system dive into the reasoning behind why a particular news article was classified

as bogus. Yang et al. [60] proposed the XFake model to interpret the fakeness of a news

article. They used explicit feature extraction modules for attribute, semantic, and linguistic

statement analysis of only-text based articles. These extracted features were used as inputs for

an ensembling technique, XGBoost shallow model, to explain the classification by calculating

each attribute’s feature importance. Shu et al. [50] proposed a novel way to incorporate other

users’ comments on the article using a sentence-comment co-attention module to capture top-k

check worthy sentences to explain the classification.

2.6 Multi-Task Approach to Fake News Detection

Many researchers have recently looked into how fake news classification tasks can be augmented

by jointly optimizing them with other relevant tasks such as topic classification and stance

classification to boost performance for the main task at hand. Studies that look into the multi-

task learning methodologies have highlighted its effectiveness in improving performance on a

single task with shared information from other related tasks, which helps learn more meaningful

representations and acts as a regularizer for the primary task [31]. Ma et al. [33] took advantage

of previous studies that established false rumors to invoke more controversies than true news,
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which they included into their model as a stance detection task. Since then, many studies

have dug deeper into this association between rumor and stance detection to create a more

generalizable classifier for news posted on online social media platforms [28, 59]. Other than

stance, researchers have also experimented with topic and sentiment classification. A novel deep

learning-based method, SAME, incorporated multimodal information using Graph Affinity and

Local Similarity Metrics and an adversarial loss to bridge the data distribution gap between

various modalities [7]. The FDML model introduced an auxiliary task of topic classification to

improve the performance, based on insights into topic-based credibility distributions; that is,

specific topics attract higher proportions of false news than others [30].

2.7 Time and Data Sensitive Fake News Detection

Researchers have applied different versions of existing techniques to implement domain adapta-

tions to perform time-sensitive and data-efficient fake news detection to handle the domain shift

problem with every emerging event.

• Incremental Training or Fine-tuning on a new dataset

It is one of the most straightforward ways of dealing with new data, and in the age of large

models pre-trained on terabytes of data and then fine-tuning on the downstream task in

hand, it is also called fine-tuning. The previously trained model on outdated or different

topic data is used as a checkpoint to start training with the updated data. However, this

method fails to generalize well over multiple sequential tasks. This problem is termed

as catastrophic forgetting, where the model overwrites the weights learned for the former

tasks with the updated weights to fit the next sequential task, thereby decreasing its

performance on the previous tasks [26]. Not only does the problem of unlearning previous

tasks/ news domains arises in this method, but also there is a general lack of large-scale

labeled datasets for the model to learn the new event to mitigate the negative impacts of

false news spreading on fast and connected social media platforms.

• Continual learning

Current state-of-the-art models fail to perform well in scenarios where the data is acquisi-

tioned in a continual manner instead of a stationary one-time data-collection drive. Such

incremental data sources with non-stationary data distributions lead to catastrophic for-

getting. Multiple techniques have been devised to alleviate neural networks and other ma-

chine learning algorithms of this problem and achieve the dream of lifelong learning, which

can be divided into three broad categories [37]: (i) regularization based approaches [29],

(ii) dynamic architectures [45], and (iii) complementary learning systems and memory re-

play [27]. In a recent paper utilizing the advancements in graphical neural networks to

attack the problem of fake news detection without the content (top or event dependent

information), the authors apply Gradient Episodic Memory (GEM) and Elastic Weight

Consolidation (EWC) to tackle the problem of catastrophic forgetting [18].
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2.8 Other Novel Frameworks

Recent advancements in Fake News Detection have produced some remarkable insight into the

problem. Qian et al. [41] proposed the TCNN-URG model. The User Response generation

Module learns to generate user responses to a news article using previous user responses to

assist the Fake news detection. To extract the semantic information from the text, they have

used a two-layer convolution neural network. The URG module works on the principle of condi-

tional variational autoencoders. It learns to generate new user responses based on the historical

responses and conditioned on the news article’s features in question. Ma et al. [34] used a

GAN-style network where two generators were trained opposite to a rumor discriminator. The

generators added opposing or skeptical voices against valid claims and supportive voices towards

rumors so that the discriminator is forced to learn more substantial rumor indicative represen-

tations from the data. Zellers et al. [64] used the adversarial training regimes used in natural

language generation to machine-written fake news articles. They proposed a GPT [42] style

model, Grover, which specialized in generating long conditionally generated text by modeling

a news article as a joint probability distribution of the domain, date, authors, headline, and body.
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Chapter 3

Multi-Modal Fake News Analysis

To build a better fake news detection system it was crucial to first understand the fake news

sample being posted on different social media platforms, to asses them on the type of attributes

that can be essential for classification.

3.1 Regional Language Fact-Checked Dataset

For this, the Indian Regional Languages Fact-checked dataset presented by Shivangi et al. [55].

The regional dataset contains 22,435 samples from 14 different languages spoken in India. Table

3.1 lists the different languages included in the dataset, along with the number of samples. These

samples were collected from IFCN certified fact-checking websites for Indian regional languages-

ALT News,1 Boom,2 Digiteye,3 Fact Checker,4 Fact Crescendo,5 Factly,6 News Mobile,7 Vish-

was,8 and Webqoof9. Each organization provides a different set of features for the de-bunked

news. However, as stated in Section 1.2, the most critical features that define the structure

of the report are Claim, Claimant, Investigation, and Conclusion, which were present for each

sample. The news samples were social media posts and news articles from different platforms

such as Facebook, Twitter, Youtube, etc.

1https://www.altnews.in/
2https://www.boomlive.in/
3https://credibilitycoalition.org/credcatalog/project/digital-eye-india/
4https://www.factchecker.in/
5https://www.factcrescendo.com/
6https://factly.in/
7http://newsmobile.in/articles/category/nm-fact-checker/
8https://www.vishvasnews.com/fact-check-team/
9https://www.thequint.com/news/webqoof
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Language Total Samples

English 9058

Hindi 5155

Tamil 1314

Malayalam 1251

Marathi 1108

Gujarati 964

Bengali 956

Telugu 799

Urdu 596

Punjabi 428

Odia 287

Sinhala 256

Assamese 135

Burmese 128

Table 3.1: Number of Fact-Checked samples for different regional languages

3.1.1 Fake Modality

With the advent of social media and its position as the top-most news distributing medium,

it becomes essential to understand fake news fabrication from a whole new perspective. Social

media provides fast dissemination of information, and the multimedia content posted on the

platform attracts the reader’s attention. Information in the form of fabricated images, videos,

text, or a combination of all is creating havoc. Most of the fake news datasets do not provide

information, such as which elements of the news sample were fabricated. We utilized the title

and unique-id of the de-bunked fake news, as it gave a reasonable estimate of the distribution

of fabricated modality.

Figures 3.1a and 3.1b show that images and videos were the prime modalities, which the authors

used to spread fake content. This analysis supports the previous studies, which indicate that

text or even images alone cannot be used reliably enough to detect fake news. The fabricated

modality distribution re-iterates the importance of multimodal fake news detection systems and

the need to learn better feature representations.

3.1.2 Movement of Fake News

For propagation-based fake news detection systems, studying the movement of fake information

across different social media platforms provides a good starting point for model formulation.

These patterns help uncover platform and community dependent features and our understanding

of community-wise platform preference for information acquisition and design more targeted

features for classification.

We looked at the social media platform on which fake information for each regional language was

spread. We looked at social media platforms’ mentioned in the samples’ claim and links provided
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Figure 3.1: Frequency of fake modality for each regional language using (a) Title of the Fact-Checked
article (b) the unique id assigned by the website

for each de-bunked news article. The most common social media platform disseminating fake

information was Facebook, for every regional language except for Sinhalese, where Twitter was

the most common (figure 3.3a). An opposite trend was obtained in the analysis for English and

Hindi samples where Twitter was the most common platform for fake information circulation

(figure 3.3b). These negative results hint towards the difference in preference of social media

platforms for different language communities.

On manual inspection, it was noted that in the claim, the first platform mentioned was where

the fake news originated. In the first platform analysis to find where the bogus information orig-

inated, we used string matching. The results indicated that Fake News curators preferred Face-

book for regional languages. The bogus information which originated on Facebook sometimes
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Figure 3.2: Social Media platform distribution of (a) regional languages, (b) English and Hindi

appeared on Twitter as well, though with less probability. Figure 3.3 highlight the movement

of fake news articles originating from Facebook and Twitter, respectively.

The analysis mentioned above gives a rough estimate of people’s common platform to read fake

news belonging to different language communities. This would help test the system in real-world

scenarios and make a language-specific design to classify fake news better.
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Figure 3.3: Movement of fake news originating on Facebook and Twitter to other social media platforms

3.1.3 Cross Lingual Dynamics of Fake News

In subection 3.1.1, it was established that images are one of the vital modalities that are used

for the spread of false information. Therefore, it becomes necessary to analyze it further and

find the correlation between fake content and different regional languages. For this part of the
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analysis tried to answer one of the two research questions posed in [1]:

Can image content transcend language silos? If so, how often does this happen, and amongst

which languages?

To answer the question mentioned above, we looked at a subset of the regional dataset. Tweet

ids which contained false information were present in the dataset. We used a python library

Twarc10 to collect the fake samples along with their content. Out of the 3403 tweets, only 2480

of them had associated images. Therefore, we used this subset of multimodal tweets to perform

further analysis.

In the first step, we clustered similar images using Facebook’s PDQ algorithm.11 The PDQ al-

gorithm is a photo hashing method, which converts images into 256 bits with hamming distance,

which was developed to solve the copy-detection problem. Internally, it uses Jarosz filters and

Discrete Cosine Transforms along with different downsampling techniques to calculate a fixed

256 length vector and a quality measure for a given image. Further, the clustering of images is

based on the hamming distance of the respective images based on a threshold that can be tuned.

Figure 3.4: The number of different languages (the fact-check language associated with the image) present
in a single image cluster

We used the default value of 23 to find clusters in the dataset. To understand whether similar

images were used with posts of different regional languages to convey fake news, we calculated

the number of different languages (the fact-check language associated with the image) present

in a single image cluster. Figure 3.4 shows that some of the images could transcend language

barriers, with a single image appearing in two different language communities 200+ times. To

answer the second part of the question, we looked at the different language pairs inside an

image cluster. The most common pairs of language we found that shared similar visual contents

were Punjabi-Urdu and Marathi-Gujarati. The geographic location of the speakers and the

10https://github.com/DocNow/twarc
11https://github.com/facebook/ThreatExchange/tree/master/pdq
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Figure 3.5: Example of diffusion of visual information from one language community to another. The most
common pairs of language that shared similar visual contents were Punjabi-Urdu (Left) and Marathi-
Gujarati (Right)

linguistical similarity of these languages could explain this cross-lingual diffusion [1].
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Chapter 4

Proposed Fake News Detection

Systems

We propose two novel Fake News Detection methods based on the extensive literature survey

and social media dataset analysis. Both the methods surpass the state-of-the-art performance

on the FakeNewsNet dataset [51].

4.1 Leveraging Inter-modality Discordance for Multimodal Fake

News Detection

4.1.1 Introduction

Existing studies have made significant strides towards multimodal fake news detection with

less emphasis on exploring the discordance between the different multimedia present in a news

article (Figure 4.1). We hypothesize that fabrication of either modality will lead to a dissonance

between the modalities, and resulting in misrepresented, misinterpreted, and misleading news.

Through this work, we inspect the authenticity of news from online media outlets by exploiting

the relationship (discordance) between textual and multiple visual cues. We develop an inter-

modality discordance-based fake news detection framework to achieve the goal. In this end-to-

end multimodal framework, modal-specific discriminative features are incorporated by utilizing

the cross-entropy loss, along with a modified version of contrastive loss that explores inter-

modality discordance.1

Motivation to add multiple images:

We believe incorporating multiple images is beneficial due to following reasons: (i) understanding

story in a text often requires reader to develop mental imagery skills [25,67]. Images can facilitate

creation of such mental representations [9, 11] and can result in deeper learning [35, 36, 46, 47],

(ii) images assist in clarification of ambiguous relations in the text, often termed as “multimedia

1This work was accepted at ACM Multimedia Asia 2022.
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Figure 4.1: A News article present on online news sharing platforms (part of our evaluation dataset).
The text written in pink and black color depicts the headline (H ) and the news content (C ). Whereas
the image highlighted in blue is represents the top-image (I1) (first-image) that accompanies the text. In
addition, the image highlighted in red represents other-images (I2, ..., Ik) present within the given news
sample.

effect” [36], (iii) while words can be viewed as descriptive representations, images, in contrast,

are depictive external representations, showcasing the meaning that the text represents [3].

4.1.2 Problem Statement

In a given dataset, we have a set of n news articles, N ={Hi, Ci,Mi, yi}ni=1. Each news sam-

ple Ni consists of four elements, i.e. headline (Hi), content (text body) (Ci), image-set (Mi)

and the corresponding label (yi). In this report, we encapsulate the cross-modal synergies to

investigate multi-modal fake news detection as a joint-learning problem with the main task of

Binary Classification where Ni can be categorized as either fake (y=1) or real (y=0), along

with an auxiliary task of modeling Inter-Modality Discordance. We hypothesize that fabrication

introduced in any will lead to a dissonance between them, i.e. the news feature vectors from

a fake (real) sample, when projected onto a common multimodal space, will be distant (closer)

and portray the negligible (significant) relationship between modalities [6] and in the process

learn rich shared representations to assist the main classification task.

4.1.3 Methodology

This section introduces our proposed approach along with a descriptive model diagram (Figure

4.2). The architecture comprises of four main components (i) Unimodal Multiple Visual Fea-

ture Extractor, (ii) Unimodal Textual Feature Extractor, (iii) Inter-modality discordance score

Module, and (iv) (Multi+Uni)modal Fake News Detector.
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Figure 4.2: Illustration of the proposed model. It comprises of a primary task i.e. multimodal fake news
detction. We introduce three auxiliary learning tasks i.e. measuring inter-modality discordance score via
modified contrastive loss, multiple visual feature extractor and, textual feature extractor.

Unimodal Multiple Visual Feature Extractor

The goal of the module is to obtain feature representations for a sequence of images. Taking

inspiration from Giachanou et al. [13], we use a Convolution-LSTM based system that extracts

sequential information from multiple images in a two-fold manner and can even handle variable

number of images present in any news article. Let Mi={I1, I2, ..., Ik} represent a set of images

present in the news article, where Mi denotes the image-set of the Ni news sample, and k denotes

the corresponding count of images present in it. The LSTM layer of the module handles the

variable number of images for each sample. Although to fully utilize the power of vectorization,

we perform dynamic batch-wise zero-padding to the maximum count of images present in a given

batch. The pre-processed images are first passed through a VGG-19 network pre-trained on the

ImageNet database. The second to last layer of the VGG-19 [52] network serves as a feature

embedding that captures the semantic meaning for each image present in the news article. Next,

to sufficiently capture the sequential nature of these images, i.e., the order in which they are

present in a news article, the CNN-based features are routed through a Bidirectional Long-Short

Term Memory (BiLSTM) [19,49] Layer. The hidden state of the last BiLSTM cell is then passed

through a full-connected layer to obtain a fixed-length feature vector for a sequential image-set

of variable length.

Unimodal Textual Feature Extractor

This module extracts contextual representations from a news sample’s headline and content

(text body). Earlier textual encoders such as GloVe [38] and Word2Vec did not consider the

context surrounding a token. For example, words such as “bank” can have multiple word

senses, one referring to a financial institution and another to a riverside. Word embeddings such

as BERT [10], GPT [42], and ELMo [39] were introduced to overcome these shortcomings. In

our work, for each news article (Ni), the content (i) and Headline (Hi) is segregated into tokens
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using the WordPiece algorithm [48] to form respectively. These tokens, along with some special

tokens ([CLS]), are then combined with positional encodings to generate the final input to a

pre-trained BERT (Bidirectional Encoder Representations from Transformers). It is pre-trained

on two language modeling tasks: (i) masked language modeling (MLM) and (ii) next sentence

prediction task. BERT generates a 768-dimensional embedding vector for each token in the

input sequence. We use the embedding vector corresponding to the [CLS] token as it provides

a good sentence-level representation [10].

(Multi+Uni)Modal Fake News Prediction

This module performs our primary task of Multimodal Fake News detection and two more su-

pervised tasks to extract model-specific features from the news article. It leverages information

from the textual and multiple visual entities of a news sample to form a multimodal feature

vector. To form the multimodal feature vector, we need to perform multimodal fusion. Existing

fusion strategies can be categorized into (i) early fusion, which merges unimodal features to

form joint representation before attempting to classify, (ii) late fusion, where individual modal-

ities pass through more targeted unimodal processing pipelines to classify the content for each

modality independently. For our purpose, we use hybrid fusion, a strategy that lies midway

between the two extremes (i.e., early and late fusion). We opted for such a fusion technique as

early fusion helps capture the cross-correlations between the data features, whereas late fusion

helps develop more robust unimodal features. Thereby the combination improves the overall

model performance.

Inter-modality Discordance Score Module

Inter-modality Discordance Score Module performs our proposed sub-task. It captures the

relationship (discordance) between various components present in a news article for assisting

multimodal fake news detection. The core idea behind this module is that the average distance

(similarity metric) amongst the different components of a fake news article is greater than the for

a true news article in a multimodal space. We posed this learning problem as a semi-supervised

one with the help of a modified contrastive loss. A recent study by Claire Wardle, First Draft

News Research Director,2 divided misinformation and disinformation into seven types: (i) satire

or parody, (ii) false connection, (iii) misleading content, (iv) false context, (v) imposter content,

(vi) manipulated content, and (vii) fabricated content. Using this specialized module, catching

fake stories where the headline and visual cues do not support the content (type: ii), and

genuine content is shared with false visual-contextual information (type: iv) becomes more

2https://medium.com/1st-draft/fake-news-its-complicated-d0f773766c79

20



straightforward.

Algorithm 1: Inter-modality Discordance Loss (Training Phase)

Input: {M,y,Hi, Ci, Ii1 , Ii2 , ..., Iik}
Output: Loss

1 Pi = [Hi, Ci, Ii1 , Ii2 , ..., Iik ]

2 for each Pi do

3 rc = 1
2+k

∑
Pi;

4 distance = 1
2+k

∑
‖rPi , rc‖;

5 if y == 1 then

6 Loss = max(0, M - distance);

7 end

8 else

9 Loss = distance;

10 end

11 end

The detailed outline to calculate the inter-modality score is summarized in Algorithm 1, where

inputs (Hi, Ci, Ii1 , Ii2 , ..., Iik) depict the intermediate normalized feature representations for the

headline, content, and image-set. rc denotes the centroid value, and the distance signifies the

average distance between the components of a news sample from the centroid. The distance

metric chosen for measuring similarity is the euclidean distance (L2-norm). M indicates margin

value which acts as a threshold. When the average distance amongst the different components

of a fake news article is distant enough, there is no penalization. However, when that distance is

less than M, the loss will represent a positive value, and the model parameters will be updated

to produce more distant feature vectors.

Model Integration and Joint Learning

Our proposed architecture is trained using three fully-supervised-learning-based cross-entropy

loss functions for the extracted textual, visual, and multimodal features(Section 4.1.3). Along

with this, the auxiliary task of modeling inter-modality discordance is performed using a modified

version of contrastive loss, which is explained in Section 4.1.3. It is to be noted that all four

tasks are performed during model training, but the primary task is considered when assessing

the model’s performance. The four-loss functions considered during training are as follows:

L1 =

 1
n

∑m
i=0 d(rm, rc), if real sample

max(0,m− 1
n

∑m
i=0 d(rm, rc)), otherwise

(4.1)

L2 =
1

n

n∑
i=1

yiT log ŷiT + (1− yiT ) log(1− ŷiT ) (4.2)
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L3 =
1

n

n∑
i=1

yiI log ŷiI + (1− yiI) log(1− ŷiI) (4.3)

L4 =
1

n

n∑
i=1

yiC log ŷiC + (1− yiC) log(1− ŷiC) (4.4)

Hence, the final loss for the proposed method is the weighted sum of the four losses i.e.

L = αL1 + βL2 + γL3 + δL4

where α, β, γ, δ = 1 in our design.

4.1.4 Experiments and Results

In this section, we present a series of experiments to demonstrate the efficacy of our proposed

method. Specifically, we aim to answer: the following evaluation questions:

• RQ1: Is the proposed model able to improve multimodal fake news detection by incorpo-

rating multiple images and modality discordance.

• RQ2: How effective modality discordance hypothesis is in multimodal fake news detection.

Dataset

To evaluate the performance of our proposed architectures, we use two standard public bench-

mark multimodal fake news datasets- the FakeNewsNet Dataset [51]. This repository contain two

sub-datasets collected from Politifact3 and Gossipcop.4 Politifact is a US-based fact-checking

website that debunks statements regarding politics and recently Covid-19 as well. GossipCop

fact-checks information related to entertainment published in various magazines.

FakeNewsNet Repository (clean version): Giachanou et al. [13] performed multimodal fake news

detection by using a clean version of the dataset released by Shu et al. [51]. They performed

dataset cleaning in which all the news samples with non-news content images and duplicates are

removed by manual intervention for the GossipCop dataset. In our study, for a fair comparison

with the state-of-the-art, we used the cleaned version provided by the authors [13] that consists

of 2,745 fake and 2,714 real samples having at least one image associated with them.

The final dataset statistics are provided in Table 4.1

3https://www.politifact.com/
4https://www.gossipcop.com/
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# News Articles # of images

Politifact (raw)
Real 624 (399) 5607(5027)
Fake 432 (346) 5423(4462)
Overall 1056 (745) 11030(9489)

GossipCop (raw)
Real 16,817 (10970) 405367(381117)
Fake 5,323 (4223) 137717(125361)
Overall 22,140 (15193) 543084(506478)

GossipCop (clean)
Real 2,714 (952) 13567(1718)
Fake 2,745 (2526) 44306(4364)
Overall 5,459 (3478) 57873(6082)

Table 4.1: The dataset statistics used during the experiments. Values in (.) signifies the final count of
samples used during experimentation.

Baselines

We compare our proposed methodology with a representative list of state-of-the-art multimodal

fake news detection algorithms:

• SpotFake+ [53]: The algorithm leverages the XLNet language model to extract contextual

text information [63]. The image features are learned from a pre-trained VGG-19 [52]

network. The features obtained from both modalities are fused in an additive manner to

build the desired news representation.

• SAME [7]: The system exploits the sentiments hidden within the user comments to detect

fake news. The method integrates information from the text, images, and user profile

given for a particular sample. An adversarial framework is added to preserve semantic

relevance and consistency across different representations.

• SAFE [65]: This model design aims to capture the similarity among modalities to exploit

the multimodal information and extract better representations for misinformation detec-

tion. They use cosine similarity for this task. The text features are extracted by passing

the initial representations through TextCNN [24]. For visual features, images are first

passed through an image2sentence model and then through a TextCNN module.

• Multi-image Multimodal Method : This is the first research that explores multiple images

in tandem with text to perform fake news detection. To extract visual features from multi-

ple images, they utilize a pre-trained VGG-19 network to obtain top-10 tags corresponding

to each image along with the intermediate embeddings after passing through an LSTM

layer. Authors also exploit similarity information, i.e., text-image similarity, by calculating

cosine similarity between them the modalities.

Experimental Setup

Dataset Split and Evaluation Metric:

We randomly split the dataset into 80% training and 20% testing. Table 4.2 depicts the distri-
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Politifact (raw) GossipCop (raw) GossipCop (clean)

Train 316 (271) 8752(3367) 766 (2032)

Test 83 (75) 2218(856) 186 (494)

Overall 399 (346) 10970(4223) 952 (2526)

Table 4.2: The train-test split statistics of the datasets used during the experiments. Values in (.) signifies
the count of fake samples.

bution of fake and real samples in each split.

To evaluate the performance of our proposed model, we use Accuracy, Precision, Recall, and F1

score, which are considered standard evaluation metrics while performing classification experi-

ments.

Implementation Details and Hyper-parameters:

We implemented our proposed methodology via Pytorch. All the experiments are conducted on

Nvidia GeForce RTX 2080Ti and 3090 GPUs.

All hyper-parameters are carefully tuned in the validation set with the help of an early stopping

strategy. The complete list of hyper-parameter values is made. public5

Multimodal Fake News Detection RQ1

LIWC† VGG-19∓ Att-RNN‡ SAFE‡ Proposed Method

Politifact
(raw)

Acc. 0.822 0.649 0.769 0.874 0.913
F1 0.815 0.720 0.826 0.896 0.902

GossipCop
(raw)

Acc. 0.836 0.775 0.743 0.838 0.850
F1 0.466 0.862 0.846 0.895 0.743

Table 4.3: Comparison of our proposed model with the text†, image∓ and single-image multimodal‡ fake
news baselines.

Giachanou et al. [13] Proposed Method

GossipCop
(clean)

Acc. 0.880
F1 0.795 0.915

Table 4.4: Comparison of our proposed model with the multi-image multimodal fake news detection
baselines.

We compare our proposed method with the existing state-of-the-art models described in Section

4.1.4. A comparative table depicting the results of our proposed methodology and the baselines

for all the evaluation metrics are shown in Table 4.3 and 4.4. From the table, we make the

following observations:

• Our proposed model beats the current state-of-the-art for multi-image fake news detection

[13] by a relatively large margin of 12% on the F1-score.

5https://github.com/mudit-dhawan/FND
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• Additionally, our model outperforms SAFE [65], the current state-of-the-art for single-

image fake news detection method, on the Politifact dataset on all the evaluation metrics

by 3.6% on accuracy and 2.2% on Recall and F1-score.

• Investigating the inconsistent performance of the proposed model on Gossipcop

(raw):

– Previous studies [13,54] have pointed out the presence of non-news images (i.e., logo,

gifs, icons of the news websites and advertisements) within the news articles for the

Gossipcop (raw) dataset. We hypothesize that such noisy images lead to a decrease in

the performance of our proposed method. To investigate the case, we first performed

an intersection on the Gossipcop (raw) and Gossipcop (clean) datasets to get the

resultant set comprising of non-news images. We observe that, on average, 77.77%

of the images are non-news in the raw dataset for a sample.

– We also found that, on average, for a sample, there is a 80% probability that at least

two out of three images passed to the model will be noisy and 97% probability for

at least one out of three images to be noisy. In conclusion, our proposed model is

designed to capture the discordance between the modalities. Since there exists no

relationship between the incoming noisy images and text, our model fails to learn

any representative pattern about the news article leading to inconsistent results.

Evaluating Inter-Modality Discordance (RQ2)

In order to answer the second research question, we visualize the average distance between the

components from the centroid rc of a news sample via Kernel Density Estimate (KDE) plots.

Figure 3 shows the distribution of discordance scores for the training and testing splits for

Gossipcop (clean) and Politifact, respectively. We hypothesize that the average distance between

the components of a real (fake) news sample will be small (significant). The mean distance

between real and fake news components is 0.476 and 1.39, and 0.06 and 2.03, respectively,

for GossipCop (clean) and Politifact datasets, as shown in figure 4.3. We observe that the

distributions in our density plots are narrow, which shows that the variance in the output of a

class is low. Additionally, the intersection of the area under the curve for real and fake news is

minimal, indicating a significant separation between the classes. All the observations mentioned

above is consistent across datasets and training-validation splits, as depicted in figure 4.3.

In another attempt to understand the importance of inter-modality discordance loss, we per-

formed an ablation study to examine the performance of each component of our model. The

results are depicted in Table 4.5. Here L2 and L3 signify the performance of the proposed model

when using only text and visual uni-modal loss, respectively. On the other hand, L2 + L3 + L4

represents the multimodal framework without the inter-modality discordance loss. The general

performance of the different variants on both datasets is: ProposedMethod > L2 + L3 + L4

> L2 > L3. From Table 4.5, we observe an improvement in the L2 + L3 + L4 variant on the
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Figure 4.3: Measuring modality discordance score on train and test set of GossipCop (clean) and Politi-
fact.
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addition of L1, by increasing the model’s generalizability. Thus, showing that the addition of

inter-modality discordance loss in the multimodal detection method aids in better fake news

detection.

L2 L3 L2+L3+L4
Proposed Method
(L1+ L2+L3+L4)

Politifact
(raw)

Acc. 0.898 0.828 0.906 0.913
F1 0.896 0.821 0.889 0.902

GossipCop
(clean)

Acc. 0.861 0.684 0.863 0.880
F1 0.906 0.785 0.908 0.915

Table 4.5: Comparison of the proposed model with its different variants.

4.1.5 Conclusion

In this section, we present an inter-modality discordance based fake news detection system.

The system leverages information from the all the multimodal components present in a news

article, and investigates the relationship between them via a modified version of contrastive

loss. In addition, cross-entropy loss enforces the model to learn unimodal and multimodal

discriminative features both independently and jointly. Extensive experiments on two real-world

datasets demonstrate the strong performance of our proposed method.

4.2 Cross-Attention Based Model for Explainable Fake News

Detection

Multi-modal Fake News Detection systems focus on extracting meaningful shared representations

of data. Most previous studies incorporate them separately and then use concatenation with

a single fully-connected layer to find multi-modal representation. However, this involves very

little interaction between the two modalities. The SAFE [65] paper tried to address similar

concerns. They used an explicit similarity measuring function (Cosine similarity) to quantify

this relationship.

Our proposed model uses a cross-attention module to design more robust multi-modal features

fused to perform better classification. The attention maps generated in the process could be

utilized to explain the prediction. Attention weights define the importance of each image pixel

and text token to assist in the classification.

4.2.1 Methodology

This section introduces the Cross-Attention based model for fake news detection. The model

consists of four main components figure 4.4.
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Figure 4.4: Model architecture of the proposed Cross Attention model.

(1) Visual Encoder:

We employ Pre-trained Deep Convolutional Neural Networks to extract latent representation

for the visual modality. These are used extensively as visual feature extractors in many transfer

learning tasks. We adopted a pre-trained VGG-19 architecture [52] on the ImageNet dataset.

This visual encoder has been used in other multimodal classifiers [23, 53, 54]. After passing the

image through the encoder, we get two types of outputs: V1d (shape = [latent size, latent size,

nb channels]) and Vexact: (shape = [fc img dim, 1]) list of Images through the visual encoder.

(2) Text Encoder :

There has been in-depth research surrounding explicit (hand-crafted features based on text

statistics) and latent representations learned through deep-learning models for Fake News de-

tection models. Previous methods have incorporated Text-CNN [24] , Bi-LSTM network, and

Transformer [56] based encoders such as BERT [10] and Transformer-XL [8] as textual feature

extractors. Based on the current success of pre-trained Transformer based models on down-

stream NLP tasks, we use BERT-Base with 12 encoder layers as the text encoder. We add

the special [CLS] token at the start of the text and use the output state corresponding to it

as the feature representation of the news article’s textual information. Along with this, we

extract the output states corresponding to the rest of the input news tokens. The text in-

formation transforms into two vectors: T1d(shape = [768, 1]) dimensional vector and Texact

(shape = [tokenized text len, 768]) vector through the encoder.

(3) Cross-Attention module:

Following the same notation as the authors of [56] we use key, query, and value to define the

vectors’ set involved in the attention mechanism. We used the concatenation of the 1-dimensional

vectors from both the encoders to create a query vector and keys corresponding to news’ image

and text from the exact vectors. Where QM is the Multimodal Qeuery of the news sample, KV

and KT are the keys for visual and text content. The matrices WQ
M , WK

V and WK
T are learned

during the training phase of the model

QM = WQ
M ∗ Concat(V1d,T1d) (4.5)
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PolitiFact Gossipcop

Real 321 (624) 10259 (16817)

Fake 164 (432) 2581 (5323)

Table 4.6: Numer of samples after pre-procesiing in Politifact and Gossipcop respectively. The values in
the brackets indicate the total number of samples before any pre-processing.

KV = WK
V ∗Vexact (4.6)

KT = WK
T ∗Texact (4.7)

We then perform Scaled Dot-Product Attention for the calculated image key and text keys

separately using the multi-modal query, along with Vexact and Texact as values, respectively.

Attention(Q,K,V) = softmax(
QK>√

n
)V (4.8)

Fake News Detector :

The weighted sum output of both the modalities’ values is then concatenated and passed through

a shallow one-layer feed-forward network to perform classification. The entire model is jointly

trained using cross-entropy loss.

4.2.2 Dataset

To evaluate the performance of our proposed architectures, we use two standard public bench-

mark multimodal fake news dataset, the FakeNewsNet Dataset [51]. This repository contain two

sub-datasets collected from Politifact6 and Gossipcop. 7 Politifact is a US based fact-checking

website that debunks statements regarding politics and recently Covid-19 as well. GossipCop

fact-checks information related to entertainment published in various magazines.

We used the pre-processed version presented in [53]. This data was manually cleaned by removing

non-useful images such as logos from the the samples and dropped the samples which lacked

images or contained GIFs. See Table 4.6 for the exact distribution.

4.2.3 Results

We compare the results of the proposed models with baselines ranging from text-only, visual-only

and multimodal frameworks. Table 4.7 shows the performance of selected model on the Fake-

NewsNet Dataset, the proposed models achieve comparable results without any hyperparameter-

6https://www.politifact.com/
7https://www.gossipcop.com/

29



Figure 4.5: A visualization of generated Attention maps for a false news article with Title: ”Babysitter
on crystal meth eats 3-month-old baby.”. The image (left) contains a bright spot on the face present in
the picture, indicating higher attention weight. For the text present on the right, the attention weight is
denoted by the intensity of the red colour [61]. It gives more attention to named-entities (officer’s name,
suspect’s name, hospital name), and other words like unharmed.

tuning.

Modality Model PolitiFact Gossipcop

Text XLNet+FC [53] 0.74 0.836
LIWC [65] 0.822 0.836

Image VGG-19 [65] 0.649 0.775

Multimodal MVAE [23] 0.673 0.775
SpotFake [54] 0.721 0.807
SAFE [65] 0.874 0.838
SpotFake+ [53] 0.846 0.856
EANN [58] 0.74 0.86
Cross-Attention Network 0.8558 0.869

Table 4.7: Accuracy comparison of different Fake News Detection methods on FakeNewsNet Dataset.

4.2.4 Conclusion

In this section, we present an explainable multimodal fake news detection system. The system

takes into account information from both the textual and visual components present in a news

article, and leverages cross-attention module to calculate the most discrimnative words in text

and patches in images. In the age of deep learning, and big black box models for high impact

problems such as fake news detection, explainable predictions is a crucial step towards under-
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standing the inner working of these models. Extensive experiments on two real-world datasets

demonstrate the strong performance of our proposed method.
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Chapter 5

Future Works

• Building upon the recent works of the multi-task learning paradigm in fake news detection,

combine the different tasks and study the performance gain using each. Use these non-

primary tasks to augment the small fake news datasets to be able to train deep learning

models fully without the fear of overfitting.

• In multimodal fake news detection models, the visual modality features are extracted using

non-specialized encoders primarily trained on a classification task with a limited number

of classes. The images in these large training sets are also such that there is one primary

class and not representative of the diversity and complexity of the images encountered by

the model in a fake news detection task.

• Recently, researchers have looked into machine-generated news articles; one possible di-

rection could be using the same adversarial training method to generate authentic news

articles conditioned on fake news articles and vice versa to augment the existing datasets

and add regularization.

• Content-based fake news detection systems try to learn patterns in the writing style and

topics present in the news articles to help in early-stage misinformation classification where

the factual information about the event is still missing. Going beyond the early detection

framework or for scenarios with the correct factually information available, incorporating

such a database into the pipeline would be crucial in combating this problem. Therefore,

it would be necessary to explore methods that make use of credible sources to check facts

or data for fake news detection (REALM [17] or KG approach).

• Add other popular fake news detection systems to the public repository, which currently

contains MVAE and SpotFake, to help advance the fake news detection community.
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Chapter 6

Limitations

In this chapter, we discuss the limitations and challenges encountered during the course of the

thesis.

• To segregate fact-checked articles written in Indian regional languages other than Hindi,

we utilized Google Translate1 to first convert text to English and then manually find the

boundary key words. This approach was limited by the efficacy of the translation tool

used.

• To find fake-modality and first platform for the fact-checked articles we employed a key-

word based pipeline, which could sometimes fail if a specific keyword was absent or the

ordering of words changed, leading to small errors in the analysis.

• To clean the multiple images dataset that we had collected over the FakeNewsNet repos-

itory, we resorted to manual checking for repeating icons, and other placeholders, along

with previous thresholds which caused degradation of the quality of the news sample,

because of a loose pre-processing pipeline.

• To prove the efficacy of the explanations provided by our proposed cross-attention multi-

modal fake news detection system, we resort to manual inspection of few random samples

and couldn’t quantitatively prove its effectiveness using some pre-defined metric.

1https://translate.google.co.in/
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